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1 Binarization of the CEV datasets

In the original document, the binarization of the CEV dataset has been done
by thresholding the categories at the median. We compare our results with the
ones obtained in A. F. Tehrani, W. Cheng, K. Dembczyński, and E. Hüllermeier.
Learning monotone nonlinear models using the Choquet integral. Machine
Learning, 89(1–2):183–211, 2012. However, in this paper, the binarization is
done in another way: the alternatives assigned in the three best categories
are grouped together. We provide here the results obtained with the MR-Sort
metaheuristic by thresholding in this way.

Size MR-Sort NCS LP UTADIS

20% 0.8652 ± 0.0145 0.8758 ± 0.0142 0.8700 ± 0.0143
50% 0.8612 ± 0.0088 0.8736 ± 0.0081 0.8676 ± 0.0117
80% 0.8585 ± 0.0063 0.8723 ± 0.0048 0.8664 ± 0.0167
100% 0.8576 ± 0.0000 0.8716 ± 0.0000 0.8680 ± 0.0000

Table 1: Classification accuracy of the learning set for difference size of the
learning set. These results have been obtained with the binarized CEV dataset.

Size MR-Sort NCS LP UTADIS

20% 0.9057 ± 0.0136 0.9033 ± 0.0152 0.8700 ± 0.0143
50% 0.9018 ± 0.0081 0.9057 ± 0.0103 0.8676 ± 0.0117
80% 0.9001 ± 0.0041 0.9051 ± 0.0060 0.8664 ± 0.0167
100% 0.8996 ± 0.0000 0.9070 ± 0.0000 0.9412 ± 0.0000

Table 2: Area under the curve of the learning set for difference size of the
learning set. These results have been obtained with the binarized CEV dataset.
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Size MR-Sort NCS LP UTADIS

20% 0.8512 ± 0.0135 0.8650 ± 0.0062 0.8700 ± 0.0142
50% 0.8517 ± 0.0095 0.8664 ± 0.0090 0.8676 ± 0.0117
80% 0.8494 ± 0.0166 0.8683 ± 0.0183 0.8664 ± 0.0167

Table 3: Classification accuracy of the test set for difference size of the learning
set. These results have been obtained with the binarized CEV dataset.

Size MR-Sort NCS LP UTADIS

20% 0.8968 ± 0.0116 0.8956 ± 0.0130 0.9235 ± 0.0183
50% 0.8960 ± 0.0073 0.9001 ± 0.0119 0.9339 ± 0.0138
80% 0.8941 ± 0.0135 0.9020 ± 0.0155 0.9399 ± 0.0111

Table 4: Area under the curve of the test set for difference size of the learning
set. These results have been obtained with the binarized CEV dataset.

Table 5: Confusion matrices of the test set for the (binarized) CEV data set.
Actual class in rows, predicted class in columns.

(a) META - CEV 20 %

Ĉ1 Ĉ2

C1 59.70
±3.69

10.44
±3.79

C2 4.44
±3.63

25.42
±3.54

(b) META - CEV 50 %

Ĉ1 Ĉ2

C1 59.24
±4.06

10.82
±4.16

C2 4.01
±3.82

25.93
±3.72

(c) META - CEV 80 %

Ĉ1 Ĉ2

C1 60.34
±4.17

9.72
±4.19

C2 5.34
±3.68

24.60
±3.52

(d) UTADIS - CEV 20 %

Ĉ1 Ĉ2

C1 60.79
±2.73

9.36
±2.81

C2 3.64
±2.81

26.21
±2.77

(e) UTADIS - CEV 50 %

Ĉ1 Ĉ2

C1 58.51
±2.96

11.54
±2.90

C2 1.70
±2.45

28.25
±2.61

(f) UTADIS - CEV 80 %

Ĉ1 Ĉ2

C1 57.30
±2.78

12.76
±2.18

C2 0.60
±1.26

29.34
±2.38
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